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ABSTRACT 

American Sign Language is the most widely known sign language. There are more sign languages used as well. The 

current scenario is that deaf individuals have already learned the language and use it for their daily communication. 

The only hurdle is that normal person have to learn the sign language In this paper an architecture is proposed based 

on machine learning. The system is designed in 3 modules - speech to text, text to sign and sign to animation. The 

first module is implemented using a speech recognition API. The second through a machine learning algorithm. The 

end module consists of a 3D animated avatar. 

. 
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I. INTRODUCTION                   
 

The deaf community faces a lot of difficulties in communication. It becomes more difficult to talk to them being a 

normal person. Thus deaf communities have come up with sign languages. American Sign Language is the most 

widely known sign language. There are more sign languages used as well. 

 

This paper implements a translator which is going to empower deaf person to communicate with others those who 

don’t know or have not learnt any sign language. The application listens to others’ speech and convert it to sign 
language and also demonstrate the conversion through a humanoid avatar. 

 

II. PROBLEM FORMULATION 
 

The current scenario is that deaf individuals have already learned the language and use it for their daily 

communication. The only hurdle is that normal person have to learn the sign language to visually receive it as well 

as to convey the message. So, this idea eases the part of the normal person. They don’t need to learn the sign 

language if they make use of this paper. The major area of research is the use of machine translation while 

translating from English texts to American Sign Language. The translation should precisely analyze the sentences 
(in English) to easily convert it to sign languages. 

 

III. PROBLEM IDENTIFICATION 
 

The paper is designed in 3 modules - speech to text, text to sign and sign to animation. The first module is 

implemented using a speech recognition API. The second through a machine learning algorithm and the end module 

consists of a 3D animated avatar. This paper uses an approach based on Machine Learning for text 

 

Now comes the classification which is applied onto the pre-processed text data. There are several classifiers such as 
Decision Tree classifiers, Rule Based classifiers, Support vector machine, Naive Bayes classifier, k- nearest 

neighbors algorithm etc. All the classifiers have its own good and bad making them suitable for specific models. 

 

IV. LIMITATIONS 
 

This is an academic research based paper and has its own limitations. This system accepts only a single input 

language, i.e. English. Also, this system gives output in only one sign language, i.e. ASL. Few complex sentences 

have been tested to retrieve the meaning but this natural language is more complex in terms of context and sentence 

formation. Thus, this paper may not be able to perform for highly complex sentences or the lengthy ones. 
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V. LITERATURE REVIEW 
 

This part of the paper consists of a literature survey about the papers that has been done till now in this domain. 

Various pros and cons of each system has been studied. Some important works that has been done so far in this area 

has been discussed below. 

 

TEAM: This is the first system to use machine translation for translation of English texts to American Sign 

Language using 3D animation. It takes into account all the required details to display animation. This system shows 

the minute details of Sign Language. This system can be implement to other languages also because this system is 

universal. To display American Sign Language sentences elaborate 3D human model is necessary. 

 
Tessa: TESSA system based on direct translation approach. It is a speech to British Sign Language translation 

system which provides communication between a deaf person and normal people who doesn’t know about the sign 

language. TESSA takes English as input text, lookup each word of the English string in the English-to-Sign 

dictionary, concatenates those signs together, and blends them into an animation. 

 

An animation system to display Chinese Sign Language, after translation from Chinese texts, has been developed by 

Jing Wang, Yanfeng Sun and Lichun Wang, particularly for mobile users. The system works by using 3D animation 

on mobile devices. Mobile users are increasing every day. Their algorithm segments the Chinese text into words, 

known as Chinese-oriented semantic analysis algorithm. They have developed the avatar on their own and named it 

as Blue -Jane. It is a 3D virtual model to perform the animation on the mobile screen. It uses rendering to display the 

animation on the screen. The animation displayed in this system lacks continuity. The authors have used an 
approach Double Buffer based fast rendering to resolve this issue. 

 

ViSiCast: ViSiCAST project, developed by European Union, aims to meet the needs of people with hearing 

disabilities. This system translates English words to American Sign Language and Dutch or German Sign Languages 

as well. In addition to broadcast subtitles, the system is innovative in the field of recognition of a limited range of 

gestures that allow people with disabilities to communicate with hearing in a social context, such as post offices. 

CMU Link Parser is used which is an approach for analysis of English text. The data produced as an output of 

analysis is transformed using the grammar of decorative language. 

 

Text to Sign Language Synthesis Tool: The main aim of this application is to provide a computer-based sign 

language output for the deaf community. The application takes English text as its input and generates 3D animated 

VRML sequences which can be rendered in any VRML-compliant browser. The technique initially converts all 
individual symbols which are present in sign box to sequences of MPEG-4 Face and Body animation parameters. 

These generated sequences animates the H-anim complaint VRML avatar with SNHC BAP and FAP players. 

Hence, this application can be used as a learning tool for general people and also for people who are keen to 

understand the sign language. 

 

VI. BACKGROUND 
 

Text classification is the process of classifying text documents into a predefined set of classes. It is a supervised 

learning approach. Text classification has gained its importance, resulting in the application of various data mining 
algorithms for text domain. All the algorithms stated has its own pros and cons and a good performance on 

classification demands the right choice of classifier for the right problem. 

 

A. KNN Classification 

The k-nearest neighbors algorithm is classification technique. It is also used for regression technique. k-NN is also 

known as instance-based learning or lazy learning. The k-NN algorithm is simplest machine learning algorithms. 

The k-nearest neighbors algorithm is an extension of the nearest neighbors algorithm. Euclidean distance metric is 

commonly used for continuous variable. The overlap metric which is also known as Hamming distance is used for 

discrete variables .The discrete variables are the text classification. k -NN is a linear search method. It compute 
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distance of each data presented in the dataset with respect to all the data present in the dataset and it returns the k 

closest points. 
 

The Euclidean distance mathematical formula: 

ௗ 

ௗ ȁȁ ௗ ௗ ô 

 

ௗR 

B. SVM Classifier 

The Support Vector Machine is a classification technique as well as regression technique. SVM is supervised 

learning model. SVM gives a cleaner and more powerful way of learning complex nonlinear functions. 

 

SVM provide a fast and effective classification. In SVM, all the points of the datasets are separated by gaps and a 

new value is predicted based on, in which category it will fall. The SVM provide classification decisions for the new 

input. 

 

C. Naive Bayes Classifiers 

Naive Bayes Classifiers is one of the highly practical learning method. It is based on strong (naive) assumptions 
that values are conditionally independent of attribute values and the target value. 

 

Naive Bayes Classifiers is a popular methods for classifying natural language text documents. It can be trained 

for supervised learning. Parameter estimation for naive Bayes models uses the method of maximum likelihood 

 

Naive Bayes Classifier: 

ௗ   ௗ ௩ௗ௩   ȁ  

 

where V N B denotes the target value output by the naive Bayes classifier. 
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VII. METHODOLOGY 
 
After the analysis of all the existing system thoroughly and going through the techniques of text analysis, an 

architecture has been proposed for this system as shown in Fig. 1. The standalone app can be casted into 3 phases; 

text to speech, speech to sign and avatar animation. The proposed architecture gives a more brief detail about it. 

Also, the sign language requires its own grammar, semantic structure and rules during the translation process which 

are all accessed through resources.  
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Fig. 1. Architecture of the proposed system 

 

VIII. RESULTS 
 

The Speech API when implemented in the Web platform morphs into an interface given in Figure 2. The 
’Microphone’ button enables the device microphone to start listening for input. The Speech API displays the 

recognized utterances in the text form in a text box visible to the user. The user can proceed wilfully after the text 

box shows the intended speech. 

 

The API also allows a user to change the given input instantly. 

 

 
Fig. 2. Interface of Speech Recognition API 

 

The API supplies its output to this part of the application. This works on the back-end of the application. The text 
analysis module implemented through python language generates a satisfactorily output. This module has been 

tested with few sentences that can give sign demonstrations. Some examples are mentioned here. Figure 3 and 

Figure 4 are the results and representation in graphical form respectively for the example sentence: “Charlie and 

Jenny are very good friends.” 
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Fig. 3. Graph of the text tokenization 

 

 
Fig. 4. Pie chart representation of the text tokenization 

 

Figure 5 and Figure 6 give the output for another example sentence: “He is going to get a new house by this 
week.” 

 
Fig. 5. Graph representation of the text tokenization 
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Fig. 6. Pie chart representation of the text tokenization 

 

Figure 7 and Figure 8 give the output for another example sentence: “He is living his life.” 

 

 
Fig. 7. Graph representation of the text tokenization 

 
Fig. 8. Pie chart representation of the text tokenization 
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Figure 9 and Figure 10 give the output for another example sentence: “She knows David, David knows her.” 

 

 
Fig. 9. Pie chart representation of the text tokenization 

 

 
Fig. 10. Pie chart representation of the text tokenization 

 

The animated avatar model has a lot of signs to test. Testing of the avatar demonstration depends on the sign 

database created for the prototype. The working avatar is given in the Figure 11 shows rendering for the sample 

word ’Scotland’ 

 

.  
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Since there are various text classification algorithms available, a comparison was needed to choose the most apt one. 

A comparative study was done on different machine learning algorithms to get better accuracy results for English 
language identification. Three different classifier used for English language identification are Naive Bayes, SVM 

and KNN. 

 
Table II. comparison of accuracy for 1-gram 

 
Table III. comparison of accuracy for 2-gram 

 
 

Table IV. comparison of accuracy for 3-gram 

 
 

Table V. comparison of accuracy for 4-gram 

 
 

Table VI. comparison of accuracy for 5-gram 

 
 

Table VII. comparison of accuracy for 1to 5-gram 

 
 

IX. DISCUSSIONS 
 

Accuracy is calculated by applying these three algorithms on the dataset one by one. A model is trained on the 

sentences present in the dataset. The sentences are divided into n-gram where n is from 1 to 5. Accuracy of all 

three algorithms are compared. Naïve Bayes is having highest accuracy among all the three classifiers. SVM is 

having second priority among the three classifier and KNN is having third priority among the three classifier. 
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Precision and recall are also calculated for all three classifier ML algorithms. Precision is also known as positive 

predictive value and it is defined as [Precision = true positives/ (true positives + false positives)]. Recall is also 
known as sensitivity and it is defined as [Recall = true positives/ (true positives + false negative)]. Precision and 

recall are calculated with four parameter i.e. TP (True Positive), FP (False Positive), TN (True Negative) and FN 

(False Negative). All these four attributes are calculated for each n-gram models. 

 

Table II to Table VII gives accuracy and prediction outcome of 1-gram to 5-gram models. The prediction outcome 

represents following results - 

 True Positive (TP): Actual value is English Language and prediction is English Language. 

 False Positive (FP): Actual value is not English Language but prediction is English Language. 

 True Negative (TN): Actual value is English Language but prediction fails. 

 False Negative (FN): Actual values is not English Language and prediction is not English Language. For 

Naive Bayes classifier, the True Positive value is 800 in all the n-gram models. The accuracy of Naive Bayes 
classifier is based on 3,600 sentences only. It means that Naive Bayes classifier are able to correctly classify the 

sentences based on languages. The Naive Bayes classifier is chosen for language identification with 4-gram as it 

has accuracy of 88.5%. It predicted correctly for all the 800 English sentences as an English language. For only 

single sentence it has predicted as English language which was actually not English language. All the sentences 

except a single sentence are predicted as not English language which was also not English language. Finally, the 

Naive Bayes classifier is chosen for language identification. 

 

X. CONCLUSION 
 
This paper describes the idea and method to implement a portable system to translate English language to American 

Sign Language in order to handle the communication between a normal person and deaf person. The difficulty is to 

learn sign language for a common person. This paper achieved some limitations of the previous papers. This paper 

too has its own limitations in terms of language complexity and language support. The main focus of the paper to 

cover as many complex sentences as possible. The proposed architecture defines the steps to develop the system. 

The system is developed on web platform. Speech to text part is done using API, which perform exact processing of 

user’s speech to gives text as output. The system is implemented using various machine learning algorithms for 

language detection and language classification. Natural Language Processing has been used for processing the 

English text to convert it into the American Sign Language specific text format by tokenizing and stemming the 

sentences to get in the correct format for ASL input. The 3d Avatar takes the input which is in ASL format and 

demonstrates the signs of each respective word present in the text. The sign rendering is the final output of this paper 
which can be understood by deaf people. 
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